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Abstract

Many scientific applications are 1/0O-intensive, which makes optimization and scaling difficult, espe-
cially on parallel architectures. The I/O requirements of computational biology applications are different
from other scientific applications. The main difference is that many computational biology applications
are embarrassingly parallel and require repeated read-only access to a large global database.

In this paper we examine the scalability of an embarrassingly parallel computational biology appli-
cation: psLayout, which played a crucial role in the mapping of the human genome. This study was
carried out on three architecture: the native UCSC Linux cluster, a Linux cluster at Lawrence Livermore
National Labs with a faster interconnect and NFS server, and the ASCI Blue-Pacific supercomputer. We
show that a cluster equipped with a fast network and parallel file system or a scalable NFS server has
reasonable I/O scalability. We believe that replication is an important issue when scaling to larger num-
bers of processors, and we introduce the design of a library for automatic data replication to address this
issue.

1 Introduction

Computational biology, or bioinformatics, is an extremely important and growing research area.
One challenge faced by this field is to understand the makeup of the human genome, revolu-
tionizing our understanding of the human developmental processes and our ability to treat and
diagnose diseases. Bioinformatics applications typically have different characteristics than other
scientific applications that have enormous data storage and processing needs. Many are extremely
data-parallel, making them excellent choices for execution on low-cost clusters, yet their 1/O re-
guirements justify a high-performance parallel file system.

As a specific example, consider the input/output requirements of the Human Genome project,
the goal of which is to discover all the approximate 30,000 human genes (the human genome)
and sequence the 3 billion chemical base pairs making up the human genome [7]. The current
size of the genomic database, which is doubling every 14 months, is 40.7 GB [9]. In this paper,
we examine the I/O scalability of an embarrassingly parallel computational biology application



for sequence alignment, psLayout, that played an important role in the mapping of the human
genome [14, 20]. This application is responsible for over 50% of the CBSE cluster use.

We compared the performance of this application on three different architectures: the native
Center for Biomolecular Science and Engineering (CBSE) Linux cluster; Vivid, a Linux cluster
with a faster interconnect and a Network Appliance NFS server; and ASCI Blue-Pacific. We
conclude that either a fast interconnect and parallel file system or high performance NFS server
are necessary to adequately meet the 1/0O needs of this application. Extrapolating trends both in
bioinformatics and storage, we anticipate that persistent caching of read-only data will become
crucial to I/O performance.

The remainder of this paper is organized as followg2nwe present related work. We present
trends in the areas of storage and computational biolo§$.iWWe describe computational biology
activity on three different architectures §d. We characterize the behavior of psLayout, the most
I/O intensive program being run on the CBSE cluste§5n We briefly describe the design of an
I/O library for automatic storage replication, motivated by this studg6inFinally, we conclude
with directions for future work irg7.

2 Related Work

Many researchers have studied the 1/0 behavior of important high-performance applications out of
growing concern over the increasing gap between I/O and processor performance. The CHARISMA
project [25] has examined system-level input/output accesses on the iPSC/860 Concurrent File Sys-
tem (CFS) and the CM5 Scalable Disk Array to obtain some generalizations of access patterns in
production parallel input/output workloads. They have observed predominantly write accesses,
small request sizes, and generally sequential requests. Researchers have characterized the appli-
cation level behavior of a wide variety of parallel applications [33], and identified difficulties with
obtaining high performance from general 1/0O application interfaces, leading to the development
of MPI-10 [24]. Some example application areas from these efforts include modeling of electron-
molecule collisions, a 3-D numerical simulation of the Navier-Stokes equations, an implementation
of the Hartree-Fock self consistent field method to calculate the electron density around a molecule,
and quantum chemical reaction dynamics [15, 31, 32].

These characterization efforts revealed 1/O to be a significant component of execution time, but
they did not focus specifically on computational biology. A study of the NWS gene sequencing
algorithm [11] showed that 1/O patterns could be described as a work queue, where each process
would compute on some portion of data for either a very short or extremely long period of time, de-
pending on the possibility of a match. Yapal[22] studied the efficiency of parallel algorithms for
homologous sequence searching and multiple sequence alignment, demonstrating the importance
of load balancing. A key difference in the 1/O access patterns of computational biology applica-
tions from other scientific applications is that they are often data parallel and read-intensive [26].

3 Bioinformatics and Storage Industry Trends

Figure 1 shows the growth of the Genbank database [5] and the cost to store it [6, 23] over the
last 20 years. During this time, the size of the Genbank database has been approximately doubling
every 14 months [9]. Meanwhile, the cost of disk storage has been driven down exponentially
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Figure 1: Cost to store the growing genbank database.

primarily by improvements in areal density. The shape of the curve depicting the cost to store the
database is therefore governed by the relative rates of database growth and decreasing storage cost.

Current disk drive technology cannot continue this trend without bound. As bits become
smaller, the probability that they will spontaneously reverse polarity increases; this is called the
superparamagnetic effect. Although the precise density at which this effect will have an impact is
unknown, it is motivating a variety of research on alternative storage technologies. IBM predicts
current growth will continue for the next four years and then decline [16]. Nevertheless, the volume
of bioinformatics data available to researchers has been exploding. Scientists are using hundreds
of data formats that are rapidly changing with new technology. We believe that in the next ten
years, the storage cost of genomic data will increase, making data management and scalability a
serious problem for this class of applications.

4 Computational Biology on Clusters

The bioinformatics group at UCSC is working on several interesting and highly innovative projects;
however, the most visible is the mapping of the human genome [14, 7]. The human genome
mapping will help us to better understand the human body, biological processes responsible for
disease, and differences among species.

Clusters are excellent choices for many bioinformatics problems that are data parallel and do
not require high-performance communication§4nl we describe the characteristics of PsLayourt,
a genomic alignment program with characteristics typical of cluster applications, §4ime
describe several architectures on which we executed this application.

4.1 PsLayout

The basic carrier of genetic information is Deoxyribonucleic acid (DNA), which can be represented
as a sequence of nucleotide bases: A-Adenine, C-Cytocine, G-Guanine and T-Thymine. Thus, a
DNA molecule is stored as a string over an alphabet of four charaffeiisG,C} (nucleotides).
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Figure 3: PsLayout execution flow (a) The split of one of the inputsjtds (sequences) (b) Compute nodes
in the cluster aligning sequence to the sequence database, stitching together local sequences using dynamic
programming (c) Output local sequences.

To form a draft of the human genome, individual sequence fragments generated from a variety of
distributed sources need to be aligned in their positions on a chromosome map and assembled.

Figure 2 illustrates some difficulties in this process [21] using a nursery rhyme as an example.
Figure 2a shows an input, or sequence, which contains repeating elements. Our goal is to align
this input with itself. Unfortunately, this input comes in subsequence fragments, as shown in
Figure 2b; many of these fragments overlap and have repeated subsequences, complicating the
alignment process, because the matches could occur at several places (Figure 2c) or the sequence
fragment may not align (Figure 2d).

PsLayout is program that finds alignments. It represents the second and most time consuming
step of six [20] of the human genome assembly process. PsLayout aligns sequence data that may
have “holes” in it with the sequence database. For production runs, this computation takes on the
order of three hours, optimized, on the 100-node Pentium llI-based CBSE cluster.

PsLayout is an embarrassingly parallel application. The two sequences are given in two input



files. The first input, thesequence datas a collection of FASTA files [17] (ASCII files that
represent sequences and their descriptions as text strings) containing up to 5 million bases. In
this paper the sequence was either either a chromosome sequence or a sequenced BAC (Bacterial
Artificial Chromosome) file. The second input, teequence databases a single FASTA file.

This can be either genomic data or mRNA with no restriction on the number of the bases and in
this paper it is a sequence of BAC ends.

The input sequence can be splitimpieces and be aligned with the sequence database. These
n individual alignments can be combined to produce the same result as the non-partitioned align-
ment. Figure 3 illustrates this execution flow.

The input sequence is split into overlapping pieces that are stored in an index. The index also
stores where this piece appears in the complete sequence. The sequence database is split into non-
overlapping pieces. Each segment of the sequence database is looked up in the index table, and
if present in the index it is considered a hit. There is an alignment if the match is above a certain
threshold value. If it is not present in the index, it is a miss and is ignored.

Once all the hits are obtained, they must be recombined, which is done using a dynamic pro-
gram. The hits are projected on the target file when they are 500 bases apart. Thus, the final
alignment in this application is obtained by combining the smaller alignments that have been writ-
ten to individual output files.

4.2 Architectures

As described irg4.1, psLayout is well-suited to cluster execution, but requires a scalable global
store for large genomic data files. We would like to configure a cluster to provide good performance
for this class of applications at the lowest cost.

To this end, we examine the performance of psLayout on three different architectures that
span a wide range of cost and performance: the native CBSE cluster at UCSC; Vivid, a cluster
at Lawrence Livermore National Labs (LLNL) with Myrinet interconnect; and ASCI Blue-Pacific
(Blue), a high-performance supercomputer at LLNL. We describe the relevant characteristics of
these architectures.

4.2.1 CBSE Cluster

The Center for Biomolecular Science and Engineering (CBSE) at UCSC has a cluster with 93
Linux nodes, which is being extended to 1008 nodes. Each node of the 93-node cluster has an
850 MHz Pentium 1l processor with 256 MB RAM and a 20 GB IDE drive. Two nodes are NFS
servers for the cluster. The nodes are internetworked with 100 Base-T Ethernet in two subclusters.
Files may be stored either on local Linux file systems on each node, or globally on NFS; there is
no parallel file system.

Jobs are scheduled using Condor [2]. Although Condor is designed for computing using collec-
tions of distributed resources, as opposed to parallel computing on a homogeneous cluster, many of
the computational biology applications lend themselves well to a work-queue programming model.

4.2.2 Vivid Cluster

The Vivid cluster at LLNL is a 33-node Linux cluster connected by Myrinet [8]. Each node has
a 800 MHz Pentium Il processor and a local SCSI disk. Files may be stored either at the local



disk of each node, or globally on a Network Appliance NFS server or on the Parallel Virtual File

System (PVFS). The NetApp NFS server incorporates the WAFL (Write Anywhere File Layout),

which provides high-performance NFS service [19]. PVFS [29] stripes files among the local disks
of the cluster nodes for better performance compared to a NFS server [3, 13].

4.2.3 ASCI Blue-Pacific

ASCI Blue-Pacific (Blue) is a supercomputer at LLNL with 280 nodes, each with four 332 MHz
PowerPC604e processors. The nodes are interconnected by a SP2 switch [1]. The file system is
General Parallel File System (GPFS). The global store GPFS provides high performance to run
parallel applications by striping I/O across multiple disks [4].

ASCI Blue is used to solve a variety of scientific calculations by using parallel applications.
Some of these applications are sPPM to solve compressible turbulence problem [10], MPQC to
search the existence of polymeric forms of nitrogen [28], JEEP [18], IMPACT, a coupled atmo-
spheric modeling simulation [30] and Ardra to simulate the flux of fusion neutrons that comes out
of the Nova laser target chamber [12]. All these applications are characterized as writes mostly
with an ability to restart from datasets of intermediate calculations.

5 1/0O Characterization

PsLayout has characteristics typical of computational biology alignment codes; it is highly data
parallel and there is no communication except through the file system. The psLayout algorithm was
designed when the genomic database was 3 GB; however, the database has currently grown by an
order of magnitude. As the volume of data increases, I/O-intense applications become increasingly
I/0 bound, and tuning the algorithm becomes a moving target.

PsLayout has already been highly tuned for execution on the CBSE cluster by Jim Kent as part
of the human genome mapping effort; we study its I/O performance on a variety of architectures
to learn what cluster software and hardware architecture supports high performance at the lowest
cost.

5.1 PsLayout Overview

PsLayout reads the two input sequences and writes results to an output file. PsLayout is structured
so that the alignment computation is inextricably interleaved with the I/O. Because each node
running the program needs to access the two input files, a scalable shared store (either a parallel
file system or network file system) is necessary.

Each FASTA file in the sequence file is read into memory using a single application read call,
which uses buffered 1/O to read the region between markers one line at a time. Markers are points
indicating safe points to split the input. After the input is read, the index table is generated from
the sequence.

The sequence database is a list of FASTA files, which are each read one character at a time.
The bytes in the sequence database are compared to the index table. This process generates the in-
dividual alignments which are recombined using a dynamic programming approach. These results
are written to a file.
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Figure 4: PsLayout run on CBSE cluster with 4 MB and 411 MB input files on NFS servers (a) Speedup (b)
Aggregate time breakdown.

Most of the application time (approximately 98-99%) is spent in user-level 1/O libraries doing
buffered reads, memory allocation, and string comparisons. The write time is insignificant by
comparison.

5.2 Application Instrumentation

We instrumented the application-level I/O calls using the Pablo [27] performance environment,
which supports user-level performance data capture and analysis. As descrifaet], ireading
and alignment are tightly interleaved.

PsLayout runs in parallel as separate applications on different nodes, creating several individ-
ual trace files, one for each portion of the job. We combine these files to achieve a global temporal
ordering; clocks on the individual nodes are synchronized using NTP. Tracing overhead was neg-
ligible.

5.3 Characterization Results

PsLayout is embarrassingly parallel, with no communication between nodes except through I/0,
and should ideally scale very well. However, as shown by Figure 4a, it does not. Figure 4a shows
speedup of psLayout on the CBSE cluster using very small input data sets (4 MB and 411 MB),
both located on the global store. With 10 processors, the speedup is approximately 1.65. For this
experiment, the sequence file is a 4 MB chromosome sequence and the 411 MB sequence database
is bac ends taken from Bacterial Artificial Chromosome (BAC). This run took about 50 minutes to
complete on a single CBSE processor.

In Figure 4b, we examine the breakdown of the execution time for psLayout. Here we compare
the aggregate of individual execution times on separate nodes as we scale the number of proces-
sors. The difference between aggregate execution and sequence database read time is negligible,
indicating that most of the alignment computation is occurring interleaved with the character by
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Figure 5: Timeline of psLayout on CBSE cluster for 4 MB and 411 MB NFS file inputs (a) Number of
bytes accessed through library reads and writes (b) Duration of these library reads and writes. Note that the
vertical axes are in logarithmic scale.

character read of the sequence database. The write time represents a very small fraction of the total
execution time (less than 0.05%).

As shown in Figure 5, some large application reads occur in the beginning of execution, fol-
lowed by many small writes. This confirms our description of 1/O activity givegdiri. Some of
the reads are exceptionally long; this variance is caused by the lengths of the sequences and the
difficulty of alignment.

5.3.1 Input File Location

The major suspect in the poor scalability of the CBSE cluster shown in Figure 4a is file location.
Files are shared on the CBSE cluster using NFS, but we know this performs poorly under concur-
rent requests, evident from Figures 5a and 5b. For convenience, databases are kept at the global
store; however, for performance reasons, we could consider replicating either one or both of the
inputs at the local node disks.

For both applications, the two input files can be at the global store, or one on the global store
and the other at local disk, or both on local disk, creating four combinations: global/global, lo-
cal/global, global/local and local/local. The last three combinations incur copy time for copying
one or more input file to the local store. For the CBSE cluster, files must be copied to all nodes,
because we do not know initially what node Condor is going to use. We use an optimized binary
tree copy program that understands the cluster topology. For Blue and Vivid, we need copy only
to those processors doing the alignment.

To understand the impact of file location on performance, we execute PsLayout using the same
input files but consider the effect of replicating them from global to local store, adding copy time to
the overall execution time. The copy time is significant for the CBSE cluster because of the larger
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Figure 6: Comparison of read times with increased levels of parallelism of psLayout on CBSE cluster for 4
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number of processors to which files must be copied (because Condor does not know which nodes
will run the jobs) and the slower interconnect. For Blue and Vivid, the copy time is insignificant
primarily because of their faster interconnects and secondarily because files are copied to only the
specific processors being used. For example, for the 411 MB file, copy time to 100 nodes on the
CBSE cluster is 6093 secs, in contrast to 62 secs on Vivid cluster to copy it to one node, and 82
seconds to copy it to 30 nodes, a difference of two orders of magnitude.

Figure 6a and 6b show aggregate application read time for psLayout excluding and including
copy overhead, respectively, for different file locations on the CBSE cluster. As described in
§5.3, application read calls account for more than 99% of the total execution time and include the
work both of reading and aligning. Because there is no overhead caused by splitting the work
among many nodes, the curves in Figure 6a and 6b should be close to horizontal. Instead we see
in Figure 6a that the local/NFS and NFS/NFS curves begin to increase significantly even at four
processors, indicating that NFS is, as predicted, a bottleneck. Depending on the precise split, there
are actually slight variances in the total time to perform the alignment; this is why local/local and
NFS/local for four processors takes slightly less time than for two processors and slightly more for
10.

Unfortunately, Figure 6b shows that the cost of copying files can erode the performance im-
provement. We did not run experiments on the CBSE cluster using NFS for global storage for
larger experiments with larger numbers of processors because it is obvious that there is a crossover
point where the additional copy overhead is insignificant compared to the overhead caused by the
NFS bottleneck. As the number of nodes increases, the benefit of replication becomes clear.



3500
3000+
2500+
2000+

1500+
1000+ WNTH

500+
0 ‘ ‘ ‘ ‘

1 2 4 10
Number of processors

Execution time (secs)

Figure 7: PsLayout workload distribution for 4 MB and 411 MB local file inputs on the CBSE cluster.

5.3.2 Load Balancing

Even when all I/O is local, psLayout does not scale very well. We can see from Figure 7 that this

is because of problems with load balancing. There is one node among the 10 processors whose
alignment takes at least more than double the average time. The input to this node has a lot of
repeats in its sequence, causing delay in the alignment, because several sequences match for each
alignment. In practice, scientists manually balance the cluster load by timing the submission of
their jobs.

5.3.3 File System Scalability

As shown in§5.3, a global store can be a bottleneck, and the network performance determines to
what degree replication can alleviate this bottleneck. Here, we determine how the performance of
psLayout scales as we increase the number of processors on different architectures. We used two
sets of input files. The first set is the 4 MB and 411 MB dataset describgd3nand the second

setis a 26 MB sequenced BAC file and the common 411 MB file. We scaled the smaller run up to
10 processors and the larger up to 50 processors.

On the CBSE cluster, large runs are executed using the NFS/local combination to avoid con-
tention. ASCI Blue represents the opposite architectural extreme, where the network infrastructure
is fast, and where GPFS is a highly tuned parallel file system available to all nodes. Figure 8
shows the four combinations for ASCI Blue using GPFS and local disk as input file locations. All
four combinations perform similarly, and are comparable to the CBSE cluster without considering
copy overhead. For the local copy, the file is copied from the NetApp NFS server. With the fast
interconnect the copy overhead is insignificant.

Vivid represents a compromise between the CBSE cluster and Blue; it has a fast network and
fast NFS server. Figures 9a and 9b show aggregate execution and copy time frorh Vived.
possible input file locations are PVFS, NetApp NFS and local disk. For the local disk copy, the file
is copied from the NetApp NFS server to the local disk. With a very small copy overhead, both
these graphs show good scalability. The NFS/local and PVFS/PVFS combination perform best

IData from the local/local four processor run is unavailable, but will be available for the final version

10
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when scaling to 10 processors. The PVFS/PVFS input file combination performs slightly better
than the NFS/local one for 10 processors.

Figure 10a shows the scalability of the 26 MB and the 411 MB input file run. For this larger
run, we examined only the NFS/local combination on the CBSE cluster and the NFS/local and
NFS/NFS combinations on the Vivid cluster, with the 26 MB file at the NFS server and the 411
MB file at the local disk. The CBSE cluster is a production system, with limited resources and
we did not want to risk bringing it down by taxing the NFS server. Vivid has only 33 processors
so we cannot scale to 50. The aggregate execution time is relatively constant as the number of
processors increases, indicating good scalability. The NFS/NFS combination on Vivid is slower
than the NFS/local, although not significantly. The CBSE cluster has better performance than Vivid
because of the faster processors on the CBSE cluster.

We examine the scalability of this application on Blue in Figure 10b for different combinations
of local and global store. All combinations scale well for 50 processors. For different numbers of
processors, different combinations are slightly better or worse.

5.4 Summary

PsLayout, a typical computational biology application, has characteristics very different from
many scientific applications. It is embarrassingly parallel, with all communication through the
shared global store. Scalability of this global store is crucial to performance.

We characterized two experimental runs of psLayout on the three architectures. The best input
file location varied based on the number of processors, the size of the input files, and the architec-
ture. A bioinformatics cluster should have either a fast networking infrastructure and a parallel file
system (such as PVFS) or access to a scalable NFS server.

11
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6 Dynamically Replicated Storage

In §5, we showed that I/0O scalability problems are evident with even a small degree of parallelism.
Programmers at UCSC alleviate bottlenecks by manually replicating databases to improve locality,
and this approach works. Given the low cost of storage, replicating databases is a reasonable
solution for improving performance but managing these replicas is difficult and time consuming.
As explained i3, storage cost trends and genomic data trends are such that indiscriminate replicas
are probably not a cost-effective solution.

To address this problem, we are developing a user-level library for a new model of location-
transparent storage. This may be viewed as an extension to existing user-level parallel I/O libraries
that not only stripes files, but maintains read-only replicas of records and information about access
times. Therefore, a read access to a record may be redirected to the most appropriate location.
Unlike a traditional cache, where there is a strict hierarchy of access times (that usually differ by
an order of magnitude or more) as shown in Figure 11a, access times to local disk or network
storage change based on load and network conditions and may not retain a strict ordering.

Figure 11b shows an example cache table entry for a genomic data file. Here, the cost for
accessing data at each location is calculated as a simple function of the number of processors,
the file location and the file size. Although these parameters are fixed at the start of application
execution, the cost function may be based on parameters that vary continuously. For example, as
network links break or bandwidth is limited, it will be more expensive to access a file on the Web,
and this can be reflected in this model. Ultimately, we envision linking replication with a dynamic
run-time performance model that can provide performance data of the execution environment on-
the-fly to calculate access costs.

12
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Figure 10: Aggregate execution time of psLayout using 26 MB and 411 MB inputs (a) NFS and local file
input on CBSE and Vivid clusters (b) Comparison of execution times for different file locations on ASCI
Blue-Pacific.

7 Conclusions and Future Work

Computational biology is an important application area with different 1/0O needs than other sci-

entific applications. We characterized the performance of psLayout, a computational biology ap-
plication that performs genomic alignment, on three architectures. We determined that although
it is embarrassingly parallel, psLayout has poor scalability due to I/O contention and poor load

balancing.

We assessed scalability on a range of file systems and architectures ranging from the low-
end CBSE cluster to ASCI-Blue. The best-performing combination of input databases for 10
processors with input file sizes 4 MB and 411 MB is different for each architecture: NFS/Local for
CBSE, NFS/Local and PVFS/PVES for Vivid and GPFS/GPFS for ASCI-Blue. Input file location
is a major factor affecting the aggregate execution time of this application.

Although a fast network and parallel file system or a scalable NFS server can service the clusters
and loads described in this paper, we believe that replication of data will play an increasing role in
scalability of this class of applications. We are currently developing a library to support the data
replication that is now performed manually to automatically improve runtime performance.
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